
BSODiag: A Global Diagnosis Framework for Batch Servers 

Outage in Large-scale Cloud Infrastructure Systems 

Tao Duan, Runqing Chen, Pinghui Wang∗, Junzhou Zhao∗, 

Jiongzhou Liu, Shujie Han, Yi Liu and Fan Xu 

Xi′an Jiaotong University，Alibaba Cloud Intelligence Group 



Outline

 Background

 Empirical Observations & Problem Formulation

 Methodology Design

 Evaluation

 Conclusion

2/20



 Cloud Infrastructure Systems (CIS) 

3/20

Background

Internet Data Center (IDC) Cloud Networking Cloud Servers



 Cloud Infrastructure Systems (CIS) 

3/20

Background

 Batch Servers Outage in CIS

Internet Data Center (IDC) Cloud Networking Cloud Servers

• Batch Servers Outage: Simultaneous breakdown of a cluster of related servers 

• Services Catastrophic Interruption 

• Networking Outage

• …
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Background

 Batch Servers Outage in CIS

Internet Data Center (IDC) Cloud Networking Cloud Servers

• The life cycle of a batch servers outage diagnosis 
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• Analysis of monitoring data quality: 

• Genuine failures 
related outage 

• Irrelevant failures
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• Analysis of monitoring data quality: 

• Omission report

• Repeat report
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• Analysis of monitoring data quality: 

Single-source monitoring data are insufficient to reveal all suspicious 
failures, synchronous analysis of multi-source monitoring data is imperative.
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• Analysis of failure correlation: 

• Cross-domain network failures 
and IDC failures are the primary 
root causes.

• Batch servers outage often results 
from concurrent multi-domains 
failures. 
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• Analysis of failure correlation: 

It is crucial to develop a failure correlation measurement technique that
can model failure correlations from a global perspective. 

• Cross-domain network failures 
and IDC failures are the primary 
root causes.

• Batch servers outage often results 
from concurrent multi-domains 
failures. 
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• Analysis of Efficient Troubleshooting: 

➢ Root Case Location: 

1-th Root Case 

• However, solely on 
pinpointing the 
root cause is not 
enough!
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• Analysis of Efficient Troubleshooting: 

➢ Failure propagation path inference: 

• In fact, aging of the 
PSW is another 
underlying reason
for this outage! 

Underlying Root Case 
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• Analysis of Efficient Troubleshooting: 

Providing the interpretable diagnosis results that include both root cause 
failure and failure propagation path is necessary for troubleshooting. 



Problem Formulation 

 The Batch Servers Outage Diagnosis Problem:
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• Outage Snapshot: 

Time

Batch 
Servers 
Outage

𝑡 = −𝐿

• Alerts
• Incidents
• Changes

• Failure detection sub-problem takes:  detects all outage-related events 𝐸 in 𝑈

• Outage root cause analysis sub-problem takes:  locates the root cause set 𝑒𝑟 and
infers the failure propagation path 𝑝𝑈

outage snapshot U

𝑡 = −𝑇 𝑡 = 0 𝑡 = 𝑇′
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Overview
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• Multi-source Failure Detection: detect outage-related failures from alerts, incidents, and changes. 

• Failure Correlation Mining: discover the failure correlations reflected in historical data. 

• Outage Root Case Analysis: delivers interpretable diagnostic results using event cause graph. 



Model Detail

 Multi-source Failure Detection Module
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1) Alert2Event

2) Change Filter

3) Event Merge

Similarity
+

Distance



Model Detail

 Failure Correlation Mining Module
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1) Failure Pairs Mining 

Failure Knowledge Graph



Model Detail

 Outage Root Cause Analysis Module
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1) Event Cause Graph Construction 

• Nodes: events

• Edges:
Historical 

failure correlation 

Current
device dependence 

2) Outage Root Cause Location 

3) Failure Propagation Path Inference 

• Node personalization score: 

• Failure transition probability: 
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 Datasets:

• We built a large-scale testing platform in Alibaba CIS and collected 

all monitoring data in this testing platform from January 2022 to 

December 2023 

Evaluation
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◆ Proposed unsupervised diagnosis strategy based on the event cause 
graph is more suitable for the outage diagnosis problem 

Evaluation
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 Performance in Root Case Location task: BSODiag improved by 
9.3%, 8.4%, 10.2%, and 9.3% on the PR@1, PR@2, PR@3, and MAP. 

3.7−14.0% HM improvement.



◆ BSODiag can provide explainable diagnosis results, which prompts practical
Troubleshooting. 

Evaluation
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 Performance in Failure Propagation Path Inference: BSODiag
achieves 46.3% PCR, showing an improvement of 6.1%, 12.5%, and 
3.7% compared to the other baselines.

Underlying 
Root Case 

1-st 
Root Case 

Case study



◆ In actual online deployment, as more failure data are collected, we can
continuously update BSODiag to optimize its performance 

Evaluation
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 Online Deployment Evolution & Ablation Study 

◆ BSODiag achieves a single diagnosis of an outage case in 24.5 seconds, 
marking a substantial improvement over the traditional manual diagnosis 
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 We formulate the batch servers outage diagnosis problem. Our 
empirical study on a large-scale cloud system uncover the key 
insights of this problem. 

We propose BSODiag, an unsupervised and lightweight
diagnosis framework to address the problem. 

 We collected real-world data from Alibaba Cloud infrastructure 
system and demonstrate that BSODiag outperforms all alternative 
methods. 

Conclusion
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Thanks for listening!

Paper Link

duantao@stu.xjtu.edu.cn


